
(Politically) Motivated
Information Acquisition:

A Minimal Formal Framework∗

Egor Bronnikov

[ Check the latest version of the paper. ]

January, 2025

Abstract

Individuals with different identity-relevant beliefs often make divergent decisions
even when presented with identical objective facts. This paper advances the the-
oretical understanding of motivated reasoning by developing a formal model that
contrasts motivated information acquisition with a standard framework. We first ex-
plore how different types of decision makers—self- and unaware of their directional
motives as well as information-sensitive motivated reasoners—make information ac-
quisition choices based on their beliefs. Subsequently, we integrate the concept of
separate decision utility to reevaluate our results in the context of actions. Finally,
we derive several (experimentally) testable hypotheses based on the predictions of
the formal model. Our paper contributes to the theoretical literature on motivated
reasoning and information acquisition and connects to propaganda.

JEL classification: C60, C70, D83, D91

Keywords: Bayesian updating, motivated reasoning, information acquisition, (political) beliefs.

∗I am grateful to Andrew T. Little, Carlo M. Horz, Elias Tsakas, Sebastian J. Goerg and Alexander
Vostroknutov for their insightful discussions and fruitful comments. Bronnikov: School of Business and
Economics, Maastricht University; Economics Department, University of Amsterdam; Mercatus Center,
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1 Introduction

Several recent events—such as the COVID-19 pandemic or the full-scale still-ongoing
Russian invasion of Ukraine—have exemplified the urgency and significance of gaining
a much deeper understanding of behavioral patterns in information processing, infor-
mation choices, and information incorporation.
Given an identical set of (even objective) facts to choose from, individuals with dif-

ferent identity-relevant—such as political, religious, and other self-related—beliefs will
likely arrive at different decisions. A rapidly growing body of empirical research (dis-
cussed below) has been enriching the political science and economics literature with
increasingly nuanced and detailed insights into various aspects of motivated reasoning
(e.g., Bénabou, 2015; Bénabou and Tirole, 2016; Gino et al., 2016; Golman et al., 2016;
Loewenstein and Molnar, 2018; Druckman and McGrath, 2019; Thaler, 2021; Molnar
and Loewenstein, 2022; Zimmermann, 2020; Drobner, 2022; Gonzalez-Jimenez, 2022;
Oprea and Yuksel, 2022; Burro and Castagnetti, 2022; Little, 2022a; Little et al., 2022;
Sprengholz et al., 2023; Engelmann et al., 2024; Stoetzer and Zimmermann, 2024;
Thaler, 2024a). However, from a theoretical perspective, the formal literature on moti-
vated reasoning is still in its infancy.
While a perfectly standard approach to information processing serves as a valuable

benchmark, the development of behavioral formal models that account for empirical
regularities has become crucially important. A deeper understanding of how individuals
manage information (and its complexity) is one of the key topics in the current literature
in both political science (e.g., Marshall, 2019; Peterson and Iyengar, 2021; Ryan and
Aziz, 2021; Little, 2022a,b) and economics (e.g., Charness et al., 2021; Enke et al.,
2023a; Banovetz and Oprea, 2023; Enke, 2024).
In this paper, building on the theoretical framework introduced by Little (2022a), we

develop a (minimalistic) formal model of motivated information acquisition, contrasting
it with standard belief updating.
To do this, we consider a decision maker (DM [he/him/his]) who forms beliefs about

the state of the world (or realizations of a random variable w) and has directional mo-
tives. When given the opportunity to observe feedback (a signal), the DM can choose
whether or not to observe it.
Turning to the results, we first demonstrate that, for the DM with objective beliefs

and directional motives, there is a unique solution to the belief updating problem (The-
orem 1).
Second, we explore the DM’s decision to acquire the signal in light of beliefs only. We

start by analyzing the conditions under which the DM’s—being a self-aware motivated
reasoner—will choose to acquire information. For such a reasoner, obtaining informa-
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tion incurs a cost and the threshold for acquiring information increases with the DM’s
sensitivity (or degree of inclination) to directional motives (α) and decreases with the
precision of the signal (λ). In other words, more precise signals are worse for the DM,
as they make it more difficult to maintain the desired belief (Theorem 2).
Next, we investigate the requirements for a DM—who is an unaware motivated

reasoner—to acquire information. For such a reasoner, there is no threshold for acquir-
ing information: as long as the overall benefit of receiving information is not negative,
they will always choose to do so (Theorem 3).
Proceeding, we show that as soon as the DM is sensitive to information, the condition

for making an information acquisition choice will be identical, regardless of whether they
are self-aware or unaware of their directional motives. For the information-sensitive
motivated reasoner, the threshold for acquiring information increases with the DM’s
degree of inclination toward directional motives and their sensitivity to the asymmetry
of information (δ), and decreases with the signal precision (Theorem 4).
Third, we explore the DM’s decision to acquire the signal in the context of subsequent

actions. Introducing a standard from the literature—separate decision utility, which ac-
counts for the loss incurred when the DM’s estimate differs from the real state of the
world—we reconsider all three theorems in light of these new conditions. By equating
the overall benefit to the satisfactory condition of the minimum solution for the utili-
tarian decision of whether to acquire the signal, we derive three corollaries. To begin
with, the DM who is self-aware of their directional motive will acquire a signal with a
loss parameter that increases with the extent of their motivated reasoning (Corollary
2). Next, the DM who is unaware of their directional motives will always acquire a sig-
nal (Corollary 3). Finally, the DM who is information-sensitive, regardless of whether
they are self-aware or unaware of their directional motives, will acquire a signal with
a loss parameter that increases with their inclination toward motivated reasoning and
sensitivity to the type of information (Corollary 4).
Finally, in line with the insights provided by the formal model, we generate a range of

hypotheses that can be tested empirically. These hypotheses are directly informed by the
model’s structure and allow for experimental validation of its theoretical implications.
From a more technical perspective, this paper builds on the theoretical framework

introduced by Little (2022a) and establishes behavioral conditions for (motivated) infor-
mation acquisition. Most importantly, we formalize the conditions for information acqui-
sition across three types of decision-makers: those who are self-aware of their motivated
reasoning, those who lack such awareness, and those who are sensitive to information.
Additionally, we extend the solutions to key problems in Little (2022a), such as the DM’s
belief updating process and the (motivated) belief utility function eB( f ), from a finite to
a continuous space.
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Our paper contributes to several strands of the literature. First, we contribute to the
theoretical literature on motivated reasoning (e.g., Gerber and Green, 1999; Rabin and
Schrag, 1999; Bénabou and Tirole, 2002; Bracha and Brown, 2012; Bénabou, 2015; Kim-
brough and Vostroknutov, 2022; Little, 2022a; Melnikoff and Strohminger, 2024). We
extend the understanding of how directional motives influence belief updating by pro-
viding a formal model that differentiates between self-aware and unaware motivated
reasoners. Our results reveal that even when the DM’s beliefs are influenced by moti-
vated reasoning, the conditions for acquiring information align consistently with the
extent of their directional motives, thus deepening insights into how identity-relevant
beliefs shape decision-making.
Second, we contribute to the theoretical literature on information acquisition (e.g.,

Barlevy and Veronesi, 2000; Persico, 2000; Bergemann and Välimäki, 2002; Gerardi
and Yariv, 2008; Van Nieuwerburgh and Veldkamp, 2010; Liu, 2011; Colombo et al.,
2014; Yang, 2015; Argenziano et al., 2016). Our results specify the behavioral condi-
tions under which a DM with motivated reasoning decides to acquire information. By
contrasting the decision to acquire information with belief updating and the associated
costs, we provide a nuanced view of how self-awareness, unawareness of one’s biases,
and information sensitivity affect this decision, offering valuable insights into the behav-
ioral aspects of information acquisition.
Finally, we connect to the theoretical literature within political economy, particu-

larly in the context of propaganda (e.g., Gehlbach and Sonin, 2014; Gehlbach et al.,
2016; Little, 2017; Barrera et al., 2020; Guriev and Treisman, 2020; Carter and Carter,
2023; Egorov and Sonin, 2024), with a special focus on behavioral models of it (e.g.,
Horz, 2021, 2023). We advance the understanding of how motivated reasoning affects
choices of information—which is crucial to the procession of propaganda—by model-
ing how directional motives influence the decision to acquire information in a way that
aligns with behavioral models of propaganda. Our paper enhances the comprehension
of how different types of motivated reasoners interact with propaganda and how they
are influenced by varying degrees of signal precision and information sensitivity.
The rest of the paper is organized as follows. Section 2 introduces the preliminaries

of the formal model and presents the results of both standard and motivated belief up-
dating. In Section 3, we explore the conditions under which the DM will (or will not)
choose to acquire the signal based on the beliefs themselves. We begin by introducing
the concept of belief utility and then consider three types of DM: the motivated reasoner
who is self-aware of their directional motives (Subsection 3.1), the motivated reasoner
who is unaware of their directional motives (Subsection 3.2), and the motivated rea-
soner who is sensitive to the asymmetry of information (Subsection 3.3). In Section 4,
we investigate the conditions under which the DM will (or will not) choose to acquire
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the signal based on the actions. After presenting the formal model, we discuss the as-
sumptions and advantages of the chosen approach (Subsection 5.1), formulate a series
of testable hypotheses that directly stem from the formal model (Subsection 5.2), and
offer further discussion on relevant ideas concerning prospective experimental design.
Finally, Section 6 concludes the paper by highlighting several directions for further re-
search. Appendices accompany the main body of the paper and provide the reader with
proofs for all propositions, theorems, and corollaries presented in the paper (Appendix
A), examples for the main theorems in Section 3 (Appendix B), and comparative statics
graphs for Sections 3 and 4 (Appendices C and D, respectively).

2 Belief Updating

Consider a continuous random variable w that can take on values from the entire real
line, Ω = (−∞,∞). Denote by P the collection of all probability density functions
defined over this interval.
Now consider a decision-maker (DM) who forms beliefs about the random variable

w. The DM begins by establishing an initial belief, represented by a probability density
function f (w) such that

∫∞
−∞ f (w) dw= 1. This function reflects the DM’s initial subjec-

tive distribution over possible values of w. Given the opportunity to observe a signal, the
DM faces a decision on whether to acquire or not acquire the additional information.

2.1 Standard Updating

Initially, let us assume that the prior belief about the random variable w is represented
by a normal distribution with mean µ0 and variance σ2

0, that is w ∼ N (µ0,σ2
0). The

signal, denoted by s, which may be observed, is expressed as s = w+ε, where ε follows
a normal distribution with mean 0 and varianceσ2

ε
, denoted as ε∼N (0,σ2

ε
). According

to standard Bayesian theory, if the DM observes the signal s, the posterior distribution of
w0 given s is also normal. The result of standard belief updating is described in Remark
1.

Remark 1. Suppose the objective belief follows a normal distribution w∼N (µ0,σ2
0). Sup-

pose also that there a signal s = w + ε, where ε follows a normal distribution such that
ε ∼ N (0,σ2

ε
). Then the posterior belief is ws ∼ N

�

λs+ (1−λ)µ0, (1−λ)σ2
0

�

where
λ= σ−2

ε
/(σ−2

ε
+σ−2

0 ).

Proof. See the proof of this remark in the Appendix (p. 33). Q.E.D.

The posterior mean is a weighted average of the observed signal s and the prior
mean µ0. The weight λ reflects the relative precision of the signal compared to the prior
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belief. Specifically, λ increases with the precision of the signal (i.e., asσ−2
ε
becomes large

relative to σ−2
0 ) and decreases with the precision of the prior (i.e., as σ

−2
0 becomes large

relative to σ−2
ε
).

The posterior variance reflects the updated uncertainty about w after observing the
signal. The posterior variance is reduced from the prior variance σ2

0 based on the preci-
sion of the observed signal. The factor 1−λ represents the portion of the prior variance
that is retained after incorporating the information from the signal.
Overall, more precise signals receive a higher weight in the posterior mean and con-

tribute more to reducing the variance.

2.2 Motivated Updating

This subsection introduces the concept of belief updating in the context of motivated
reasoning formally.
We will denote the objective density function as f and the density function reflect-

ing a motivated belief—i.e., the belief formed as a result of motivated reasoning—as ef .
Assume f0 represents the density of the prior belief, and fs denotes the density of the
posterior belief. This differentiation allows for the analysis of how beliefs are altered due
to cognitive bias(es).
Suppose there exists a belief utility function B( f , f ′) that evaluates the utility of a be-

lief f in relation to another belief f ′. The belief utility function B( f , f ′) is introduced to
quantify how a belief f is valued in comparison to another belief f ′. This function can in-
corporate various factors—that are outlined in the contemporary literature onmotivated
reasoning in both political science and economics1—such as alignment with personal
goals (e.g., Gino et al., 2016; Loewenstein and Molnar, 2018; Molnar and Loewenstein,
2022), self-related (i.e., political, societal, religious, etc.) identity (e.g., Druckman and
McGrath, 2019; Zimmermann, 2020; Drobner, 2022; Gonzalez-Jimenez, 2022; Oprea
and Yuksel, 2022; Bronnikov, 2024b; Thaler, 2021, 2024a; Engelmann et al., 2024),
consistency with prior world views (cognitive consonance) (e.g., Golman et al., 2016;
Burro and Castagnetti, 2022; Little, 2022a; Little et al., 2022; Sprengholz et al., 2023;
Bronnikov, 2024a), or emotional satisfaction (e.g., Bénabou, 2015; Bénabou and Tirole,
2016; Stoetzer and Zimmermann, 2024). The belief utility function B( f , f ′) provides a
framework for assessing how different belief states are evaluated in the decision-making
process.
Additionally, consider that the DM may exhibit a tendency to either prioritize (or

1It is worth noting that while the stated categorization of various factors makes sense, it is rather
difficult, if not impossible, to assign a particular paper—whether research or review—exclusively to one
category. The majority of the cited papers refer to more than one category, and their assignment to a
specific topic is to some extent arbitrary.
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neglect) certain beliefs. In this context, forming motivated beliefs with density ef , the
DM aims to maximize the belief utility function B( f , f ′). Let F be the collection of all
density functions on R: this set encompasses all potential belief distributions that can
be considered within the analysis.

ef = arg max
f ′∈F

�

B( f , f ′)
	

(1)

= argmax
f ′∈F

�

−DK L( f
′|| f ) + v( f ′)
	

(2)

where DK L( f ′| f ) is the Kullback-Leibler divergence (KLD) from f to f ′ (eq. 3), capturing
the accuracy motives, and v( f ′), reflecting the directional motives (eq. 4).
The KLD is a widely used metric for quantifying the difference between probability

distributions2 (eq. 3). From a dynamic perspective, the KLD is positive whenever f ′(w) ̸=
f (w) and it increases as the divergence between f ′(w) and f (w) grows; conversely, when
f ′(w) = f (w), the KLD equals zero. Although it cannot be claimed as omnipresent, the
KLD is far from underrepresented in the literature on formal models related to belief
updating3.

DK L( f
′|| f ) =
∫ ∞

−∞
f ′(w) log
�

f ′(w)
f (w)

�

dw (3)

The term v( f ′) denotes the directional motive for the DM (eq. 4). If we permit the
DM to prioritize certain aspects of their belief distribution, it becomes straightforward
to identify subjects whose responses lack a Bayesian equivalent (Little, 2022a).

v( f ′) =

∫ ∞

−∞
v(w) f ′(w)dw (4)

However, it may be more intuitive to assume that the DM derives satisfaction from
believing that the state of the world takes on specific values, rather than from having a
particular distribution over the states. For instance, a citizen might prefer to believe that
the state of the world is either War or Peace, but it is less plausible for them to derive
satisfaction from believing that the state of the world is War with a probability of 0.87.

Theorem 1. For any objective belief f and directional motive v there is a unique solution

2See, for instance, Reza (1994); Cover (1999) or, alternatively, The Book of Statistical Proofs by Soch
et al. (2024) available online at https://statproofbook.github.io/D/kl.html.
3For a more thorough and broader discussion of KLD in the context of non-optimal beliefs and belief

updating, see, e.g., Little (2022b) in political science, and Dominiak et al. (2021); Zhao (2022); Fuden-
berg et al. (2023); Pomatto et al. (2023) in economics.
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to the DM’s problem stated in eq. (1): ef (w), where

ef (w) =
f (w)exp (v(w))
∫∞
−∞ f (w′)exp (v(w)) dw′

. (5)

Proof. See the proof of this theorem in the Appendix (p. 35). Q.E.D.

Suppose v(·) is linear in w, such that v(w) = aw, where a ⩾ 0 represents the DM’s
sensitivity to directional motives. In other words, the DM has a preference for believing
that the state of the world is better (e.g., higher). A higher value of a indicates a stronger
desire to believe the state is favorite, while a lower value of a reflects a weaker tendency
to engage in motivated reasoning.

Corollary 1. If the objective belief is normal with mean µ and variance σ2, and if v(·) is
linear in w: v(w) = αw, then the motivated belief is distributed normally and can have
mean µ+ 1

2ασ
2 and variance σ2.

Proof. See the proof of this corollary in the Appendix (p. 37). Q.E.D.

Plugging the objective beliefs in for ef , the prior for motivated beliefs is given by

eµ0 = µ0 +
1
2
ασ2

0, (6)

eσ2
0 = σ

2
0, (7)

and the posterior for motivated beliefs is given by

eµs = µs +
1
2
ασ2

s (8)

= λs+ (1−λ)µ0 +
1
2
α(1−λ)σ2

0, (9)

eσ2
s = σ

2
s (10)

= (1−λ)σ2
0, (11)

where (as shown in subsection 2.1) λ= σ−2
ε
/(σ−2

ε
+σ−2

0 ).

3 Choosing (Not) to Acquire the Signal Based on Beliefs

Assume that the DM, when deciding whether to acquire the signal, anticipates (either
explicitly or implicitly) that the motivated belief will be formed as described above.
Firstly, suppose the DM decides to acquire the signal. In this case, the resulting utility

is given by the belief utility with the posterior belief fs(·), and there is an overall benefit
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(or cost) b ∈ R associated with acquiring the information. Now, suppose the DM chooses
not to acquire the signal. Then the utility derived from the belief is given by the belief
utility function B( f , f ′) (Little, 2022a).
Consider a flattered DM holding a motivated belief ef (·), while their Bayesian belief

is f (·). The belief utility associated with the motivated belief is then expressed as the
value of the objective function evaluated at the optimal motivated belief.

Proposition 1. The objective function at the optimal motivated belief is given by:

eB( f ) = B( f , f ′) (12)

= log

�∫

ev(w) f (w)dw

�

. (13)

Proof. See the proof of this proposition in the Appendix (p. 37). Q.E.D.

The belief utility represents the logarithm of the expected utility value of ev(w) with
respect to the objective density f (·). If the objective belief f (·) is normally distributed
with mean µ and variance σ2, and the function v(·) is linear in w, such that v(w) = αw,
then v(w) is a normally distributed random variable⁴ with mean αµ and variance α2σ2.
Since eB( f ) is the logarithm of the moment-generating function of this random vari-

able evaluated at t = 1, and since the moment-generating function of a normal variable⁵
is M(t,µ,σ) = exp

�

µt + t2σ2

2

�

, we have:

eB( f ) = M (t = 1,µ,σ) (14)

= αµ+
1
2
α2σ2. (15)

Unsurprisingly, the belief utility increases with higher objective beliefs, as a > 0. Perhaps
less obviously, the belief utility at the optimal motivated belief also increases with higher
variance, as this provides the DM with more flexibility to believe whatever he prefers.
The utility for retaining the prior motivated belief and selecting the optimal moti-

vated belief is given by:

eB( f0) = αµ0 +
1
2
α2σ2

0, (16)

⁴One can easily see it: if W ∼ N
�

µ,σ2
�

and V (W ) = ϕW , then ϕW ∼ N
�

ϕµ,ϕ2σ2
�

since
E[V (W )] = E[ϕW ] = ϕE[W ] = ϕµ and V[V (W )] = V[ϕW ] = ϕ2V[W ] = ϕ2σ2.
⁵This is a classical theorem: if a random variable X is following a normal distribution: X ∼N

�

µ,σ2
�

,
then the moment-generating function of X is MX (t) = exp

�

µt + 1
2σ

2 t2
�

. One can refer to many great
sources, for instance, Bulmer (1979); Kobayashi et al. (2011); Pitman (2012) or, alternatively, to The
Book of Statistical Proofs by Soch et al. (2024) available online at https://statproofbook.github.io/P/norm-
mgf.html.
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where f0(·) is the prior belief with mean µ0 and variance σ2
0.

Since the DM is not sure about the mean of their posterior belief, some uncertainty
is involved. If the DM acquires the signal, the resulting belief utility, conditional on the
revelation s, is:

eB( fs) = αµs +
1
2
α2σ2

s (17)

= α (λs+ (1−λ)µ0) +
1
2
α2(1−λ)σ2

0, (18)

where λ= σ−2
ε
/(σ−2

ε
+σ−2

0 ).
Since this expression (eq. 18) is linear in s, the expected belief utility across realiza-

tions of s can be written as:

Es

�

eB( fs)
�

= α (λEs[s] + (1−λ)µ0) +
1
2
α2(1−λ)σ2

0. (19)

Ultimately—reasoning from the utilitarian perspective—the DM will acquire the sig-
nal if and only if:

Es

�

eB( fs)
�

+ b ⩾ eB( f0). (20)

One advantage of incorporating the benefit b into the model in such a simple way is that
it allows to capture both the objective value of information (bobj) and the psychological
(subjective) value of information (bpsy) as a convex combination: b = γbobj+(1−γ)bpsy,
where γ reflects the weight the decision-maker (DM) assigns to each aspect. This frame-
work allows for three types of DM: (i) a fully standard agent (when γ = 1), who is
solely concerned with the objective value of information and disregards any psychologi-
cal effects, (ii) a DM who is driven entirely by the subjective value of information (when
γ= 0), and (iii) a DM who values both the objective and psychological aspects of infor-
mation, but neither exclusively (γ ∈ (0, 1)).
Since Es[s] plays a pivotal role in eq. (20), a crucial question arises: does the DM,

when forming beliefs about the revelation of the signal, rely on the objective belief or
the motivated belief? In other words, is the DM aware that their beliefs are motivated
when deciding whether to acquire the information?

3.1 Self-aware Motivated Reasoner

Let us start by assuming that the DM is aware of their directional motive and uses the
objective belief. Thus, we have Es[s] = µ0, and the expected utility of the belief with the
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posterior is given by:

Es

�

eB( fs)
�

= α (λµ0 + (1−λ)µ0) +
1
2
α2(1−λ)σ2

0 (21)

= αµ0 +
1
2
α2(1−λ)σ2

0. (22)

Compared to the belief utility with the prior (eq. 16), the first term in the expected
belief utility with the posterior for the unaware motivated reasoner (eq. 22) remains
the same, while the second term is reduced by a factor equal to the complement of the
signal precision. This is simplified and formalized in Theorem 2.

Theorem 2. The decision-maker, who is self-aware of his own directional motive, will ac-
quire a signal s with an overall benefit b if and only if:

b ⩾
1
2
α2λσ2

0 > 0. (23)

This threshold is strictly positive, and so information will never be acquired if costly (b < 0).

Proof. See the proof of this theorem in the Appendix (p. 38). Q.E.D.

The first feature of comparative statics is that acquiring information is costly because
the DM expects their objectivemean belief to remain the same as it was prior to acquiring
the information⁶. However, the DM also incurs a cost for having a more precise belief, as
it makes it harder to maintain the desired belief. In this sense, more precise information
signals are worse because λ increases with the precision of the signal.
Another feature of comparative statics is that the threshold for information acqui-

sition increases with α, meaning that more motivated subjects are less likely to seek
information. This reflects the idea that stronger motivated reasoning leads to a lower
propensity to acquire new information, as it could potentially contradict the subject’s
desired beliefs.
Overall, for the self-aware motivated reasoner, the threshold for acquiring informa-

tion increases with the DM’s extent of inclination toward directional motives (α) and
decreases with the precision of the signal (λ).

3.2 Unaware Motivated Reasoner

Now suppose the DM is unaware of their directional motive when choosing whether to
acquire information, meaning Es[s] = eµ0. In this case, the DM is motivated by the belief

⁶Remarkably, this is a standard property of conditional expectations and a defining property of a
martingale: E[X t+1 | Ft] = X t ∀t, where {X t}t≥0 is a sequence of random variables and {Ft}t≥0 is a
filtration.
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that their belief will become more precise upon observing the new signal, while still
being influenced by their original motivated belief. Since eµ0 = µ0+

1
2ασ

2
0, the expected

belief utility with the posterior is now:

Es

�

eB( fs)
�

= α (λeµ0 + (1−λ)µ0) +
1
2
α2(1−λ)σ2

0 (24)

= a
�

λ

�

µ0 +
1
2
ασ2

0

�

+ (1−λ)µ0

�

+
1
2
α2(1−λ)σ2

0 (25)

= αµ0 +
1
2
α2σ2

0. (26)

Compared to the belief utility with the prior (eq. 16), the expected belief utility with
the posterior for the unaware motivated reasoner (eq. 26) is completely identical. This
is simplified and formalized in Theorem 3.

Theorem 3. The decision-maker, who is unaware of his own directional motive, will acquire
a signal s with an overall benefit b if and only if:

b ⩾ 0. (27)

Proof. See the proof of this theorem in the Appendix (p. 39). Q.E.D.

Overall, for the unaware motivated reasoner, there is no threshold for acquiring infor-
mation. Therefore, regardless of the extent of their directional motives or the precision
of the signal, such a DM will always acquire the signal as long as the overall benefit of
receiving information is not negative.

3.3 Information-Sensitive Motivated Reasoner

Now let us consider the situation in which the DM is sensitive to the type of information
he receives.
Formally, we allow the signal to be perceived as "good" or "bad", that is s ∈ {Good,Bad}.

We model the DM’s sensitivity to the asymmetry of information by the absolute differ-
ence between the value (or utility) of a favorable signal and an unfavorable signal by
δ = |o+ − o−|, where o+ = o(s = Good) and o− = o(s = Bad) represent utility from
’good news’ and ’bad news,’ respectively.
Given this, we have Es [s] = µ−δ, where µ ∈ {µ0, eµ0} and where δ represents the net

difference between the values of the ’positive’ and ’negative’ signals, which is subtracted
from the specific belief. Since the asymmetry of belief updating is context-dependent,
this approach allows us not to specify whether the DM reacts more to ’good news’ than
to ’bad news’ or vice versa (see more on this in Section 5).
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Since Es [s] = µ−δ, where µ ∈ {µ0, eµ0}, the expected belief utility with the posterior
for the self-aware (SA) information-sensitive motivated reasoner is:

ESA
s

�

eB( fs)
�

= α (λ(µ0 −δ) + (1−λ)µ0) +
1
2
α2σ2

0 (28)

= αµ0 +
1
2
α2σ2

0 −αλδ. (29)

At the same time, since eµ0 = µ0+
1
2ασ

2
0, the expected belief utility with the posterior

for the unaware (UA) information-sensitive motivated reasoner is:

EUA
s

�

eB( fs)
�

= α (λ(eµ0 −δ) + (1−λ)µ0) +
1
2
α2(1−λ)σ2

0 (30)

= αµ0 +
1
2
α2σ2

0 −αλδ. (31)

That is the expected belief utility with the posterior for the self-aware information-
sensitive motivated reasoner (eq. 29) is identical to the expected belief utility with the
posterior for the unaware information-sensitive motivated reasoner (eq. 31).
Compared to the belief utility with the prior (eq. 16), the expected belief utility for

the (both self-aware and unaware) information-sensitive motivated reasoner differs by
the subtraction of the term αλδ (eq. 31). This is simplified and formalized in Theorem
4.

Theorem 4. If the decision-maker is sensitive to information—disregarding whether he is
self-aware or unaware of his directional motives when making an information acquisition
choice—then signals s are acquired if and only if:

b ⩾ αλδ. (32)

Proof. See the proof of this theorem in the Appendix (p. 39). Q.E.D.

The initial aspect of comparative statics is that obtaining information comes at a cost
because the DM anticipates that their objective mean belief will not change from what
it was before acquiring the information. Additionally, the DM faces a cost for having
a more accurate belief, as this precision (λ) makes it more challenging to uphold the
desired belief.
Another feature of comparative statics is that the threshold for information acqui-

sition increases with δ, meaning that subjects who are more sensitive to the type of
information are less likely to seek it. This reflects the idea that the greater the (abso-
lute) difference between the value of favorable and unfavorable signals, the lower the
decision maker’s (DM’s) propensity to acquire new information.
Finally, the information acquisition threshold increases with α, meaning that more
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motivated subjects are less likely to seek information. This reflects the idea that stronger
motivated reasoning leads to a lower propensity to acquire new information, as it could
potentially contradict the subject’s desired beliefs.
Overall, for the information-sensitive motivated reasoner, the threshold for acquiring

information decreases with the precision of the signal (λ), increases with the DM’s extent
of inclination toward directional motives (α) and increases with the DM’s sensitivity to
the asymmetry of information (δ).

4 Choosing (Not) to Acquire the Signal Based on Actions

Suppose now the DM can anticipate making better decisions with more information.
Consider the DM taking an action a with a separate decision utility:

u(a, w) = −ℓ(a−w)2, (33)

where a is the action chosen by the DM, w is the true state of the world, and ℓ > 0

represents the loss parameter, capturing the cost of making an incorrect decision. This
is a standard introduction of the loss operationalized in such a way that the real state
of the world is subtracted from the estimate under a special weight (see, e.g., Savage,
1972; Raiffa and Schlaifer, 2000; DeGroot, 2005/1970).
Since w is normally distributed and represents a normal distribution with mean µs

and variance σ2
s , it is easy to see⁷ that the expected loss is expressed as

Es

�

Ew

�

−ℓ(a−w)2
��

= −ℓ(a−µs)
2 − ℓσ2

s . (34)

When taking an action equal to the—either objective or motivated—posterior belief,
the expectation becomes equal to −ℓσ2

s . It is worth noticing, that in the case of action
being equal to the posterior belief, whether the objective or motivated posterior belief
is considered, this does not affect the result⁸, since eσ2

s = σ
2
s .

The DM will choose to acquire the signal if the expected decision utility after acquir-
ing the signal, i.e., Ew[u(µ0, w)], is greater than or equal to the decision utility without
the signal, i.e., Ew[u(µs, w)], adjusted for any overall benefit b:

Ew[u(µs, w)] + b ⩾ Ew[u(µ0, w)]. (35)

⁷One can easily see that, first, Es

�

Ew

�

−ℓ(a−w)2
��

= Ew

�

−ℓ(a−w)2
�

, and, second, Ew[−ℓ(a −
w)2] = −ℓEw

�

a2 − 2aw+w2
�

= −ℓ
�

a2 − 2aµs +Ew

�

w2
��

= −ℓ
�

a2 − 2aµs +Vw[w] + (Ew[w])
2� =

−ℓ
�

a2 − 2aµs +σ2
s +µ

2
s

�

= −ℓ
�

(a−µs)2 +σ2
s

�

.
⁸One can easily see that: Ew[u(µs, w)] = Ew[−ℓ(µs−w)2] = −ℓσ2

s = Ew[−ℓ( eµs−w)2] = Ew[u( eµs, w)].
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Since both Ew[u(µ0, w)]< 0 and Ew[u(µs, w)]< 0, we equation becomes

−ℓσ2
s − b ⩽ −ℓσ2

0 (36)

b ⩾ ℓλσ2
0. (37)

If we let b be equal to the reduction in variance with the new information and, at
the same time, the minimum satisfactory condition for eq. (37), then b = ℓλσ2

0. This
allows us to derive three corollaries from Theorems 2, 3, and 4 in the following way.

4.1 Self-aware Motivated Reasoner

First, let us (re)consider the DM who is self-aware of his own directional motive. This
case is captured in Corollary 2.

Corollary 2. The decision-maker, who is self-aware of his own directional motive, will
acquire a signal s with the loss parameter ℓ if and only if:

ℓ⩾
1
2
α2. (38)

Proof. See the proof of this corollary in the Appendix (p. 40). Q.E.D.

The main feature of comparative statics in Corollary 2 is that the loss parameter
increases with α, which implies that more motivated subjects are less likely to seek
information. This reflects the idea that stronger motivated reasoning leads to a lower
propensity to acquire new information, as it could potentially contradict the subject’s
desired beliefs.
Corollary 2, which demonstrates that both the cost and benefit are scaled by the

reduction in variance, carries a natural and intuitive insight: individuals will acquire
information when the benefit of making better decisions outweighs the cost associated
with the potential for less pleasant beliefs. However, the DM underestimates the value of
information, as it also leads to less distorted beliefs and, consequently, better decision-
making.

4.2 Unaware Motivated Reasoner

Second, let us turn to the DM who is unaware of his own directional motive. This is
formalized in Corollary 3.
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Corollary 3. The decision-maker, who is unaware of his own directional motives, will al-
ways acquire a signal s:

ℓ > 0. (39)

Proof. See the proof of this corollary in the Appendix (p. 40). Q.E.D.

For the unaware motivated reasoner, there is no threshold for the loss parameter ℓ.
Therefore, regardless of the extent of their directional motives or the precision of the
signal, such a DM will always acquire the signal.
Simultaneously, a notable feature of the modeling approach employed is that, when

forming beliefs, individuals do not account for the fact that this will result in poorer
choices during the decision-making stage.

4.3 Information-Sensitive Motivated Reasoner

Finally, let us consider the DM who is information-sensitive. This case is formalized in
Corollary 4.

Corollary 4. The decision-maker, who is information-sensitive, disregarding whether he is
self-aware or unaware of his directional motives when making an information acquisition
choice, will acquire a signal s with the loss parameter ℓ if and only if:

ℓ⩾ αδ
1
σ2

0

. (40)

Proof. See the proof of this corollary in the Appendix (p. 40). Q.E.D.

The first feature of comparative statics in Corollary 4 is that the threshold for the
loss parameter ℓ increases with α, which implies that more motivated subjects are less
likely to seek information.
It also increases with the DM’s sensitivity to the asymmetry of information δ, which

means motivated reasoners who are more sensitive to the difference between good and
bad news are less likely to choose to receive information.
Finally, the loss parameter ℓ decreases inσ2

0, that is a largerσ
2
0 reduces the threshold

for acquiring information. This means that as the decision-maker becomes less certain
about their prior beliefs (higher uncertainty), they are more willing to acquire new
information because the required loss parameter ℓ decreases. In other words, the more
a DM is confident in his prior beliefs (lower σ2

0), the less he feels the need for new
information.
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5 Discussion

Here, we provide a brief discussion of several aspects of modeling motivated reasoning,
as well as the experimental settings for testing the model.

5.1 Modelling Motivated Reasoning

So far, neither the political science nor economics literature appears to have reached a
consensus on which approach is more solid and robust. While alternative formalizations
are also feasible (a relevant discussion can be found in, e.g., Bracha and Brown, 2012;
Mayraz, 2019; Little, 2022a), the modeling approach to motivated reasoning employed
in this paper offers several advantages (see below).
This paper presents a minimal formal behavioral model of information acquisition.

More precisely, this paper derives conditions under which motivated information acqui-
sition occurs, building on the theoretical foundations introduced by Little (2022a). A
key contribution is the formalization of conditions for information acquisition among
three categories of decision-makers: those who are aware of their motivated reasoning,
those who are unaware, and those with information sensitivity. Furthermore, we gener-
alize the solutions to pivotal challenges outlined in Little (2022a), including the belief
updating process of decision-makers and the (motivated) belief utility function eB( f ),
extending these from discrete to continuous domains.
Although our discussion naturally follows the whole logic of the paper—which is

reflected in the formal details (above) and the discussion (below) of the model, it is
still worth noticing to explicitly articulate that we do not deal with such subtopics of
motivated reasoning literature as motivated memory (e.g., Saucet and Villeval, 2019;
Chew et al., 2020; Hagenbach and Koessler, 2022; Amelio and Zimmermann, 2023; Sial
et al., 2023; Fudenberg et al., 2024) or motivated social interactions (e.g., Marshall,
2019; Gonzalez-Jimenez, 2022; Momsen and Ohndorf, 2022; Oprea and Yuksel, 2022;
Exley and Kessler, 2023; Ruzzier and Woo, 2023; Wang et al., 2023; Exley and Kessler,
2024; Stötzer and Zimmermann, 2024).

5.1.1 Advantages

First, the approach to modeling motivated reasoning used in this paper provides a simple
closed-form solution applicable to any belief distribution and directional motive. This
builds a simple and tractable formal model that accounts for several types of decision-
makers and presents rigorous conditions for acquiring the signal.
Second, our approach, based on the framework developed by Little (2022a), encom-

passes several behavioral regularities documented in recent literature, both in political
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psychology and behavioral economics.While the comprehensive version of Little (2022a)
(known as Twice-Motivated reasoning) addresses various empirical and theoretical find-
ings (e.g., disputes regarding the quality of information linked to prior beliefs, variations
in disagreement influenced by directional or accuracy primes, and asymmetric updating
in response to "good" versus "bad" news), a simpler model (referred to as Once-Motivated
reasoning) proves to be more powerful than the standard framework.
Third, our approach enables us to derive several testable predictions. Some of these

predictions have already been examined in the literature and support the hypotheses out-
lined in the model presented in this paper, demonstrating the relevance of our theory in
bridging behavioral regularities with a formal theoretical framework. Other predictions
are novel contributions to the literature and offer potential avenues for future research.
In subsection 5.2, we elaborate on how specific hypotheses are derived from the formal
model and discuss them in the context of existing literature.

5.1.2 Assumptions

An important part of every formal modelling is assumptions. Here we discuss most cru-
cial ones.

Unawareness vs. awareness of own biases. One key assumption is the possibility of
distinguishing decision-makers who are self-aware of cognitive bias (in this case, mo-
tivated reasoning) from those who are unaware. This distinction is crucial for under-
standing how people process information, especially in contexts like political belief for-
mation and decision-making. Self-aware motivated reasoners recognize that their rea-
soning may be influenced by their biases or desires. However, awareness does not guar-
antee the ability to overcome these biases; they may still engage in motivated reasoning
but do so with an understanding of the factors influencing them. In contrast, unaware
reasoners remain oblivious to the influence of their biases, genuinely believing they are
evaluating evidence objectively, even when their reasoning is shaped by these biases.

Sensitivity to information. The case where individuals place greater weight on ’good
news’ signals is well-documented in both political psychology and behavioural economics
literature. A notable example, increasingly studied in experimental economics, involves
subjects who are asked to complete a series of cognitive tasks and subsequently rank
themselves among other participants. This is often relevant to their identity, such as con-
sidering themselves intellectuals (e.g., Zimmermann, 2020; Drobner, 2022). In contrast,
the situation where individuals assign more weight to ’bad news’ signals is less repre-
sented in the economics literature. This scenario often arises when a subject’s identity
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is tied to negative feedback. For instance, consider a peasant community where a strong
social norm dictates staying connected to the land and discourages leaving it for any
reason, such as pursuing education. In this context, receiving objectively negative news,
such as failing a university entrance exam, is likely to be weighted more heavily by a
peasant who does not want to leave his land, as it aligns with his desire to remain con-
nected to his community. Thus, by incorporating δ, the absolute value of the difference
between the values of ’good’ and ’bad’ news, we can avoid this context-dependency.

Objective vs. subjective value of information. A substantial body of literature explic-
itly documents that subjects care not only about the objective value of information but
also about the potential psychological effects of encountering and incorporating it (e.g.,
Golman et al., 2017; Benjamin, 2019; Sharot and Sunstein, 2020; Stanovich, 2021; Kelly
and Sharot, 2021; Molinaro et al., 2023; Vu et al., 2023). This holds true in the context
of motivated reasoning as well (e.g., Chen et al., 2021; Dimant et al., 2024). Thus,
distinguishing between bobj and bpsy enhances the model’s effectiveness.

5.2 Testable Hypotheses and Related Literature

In linewith the insights provided by the formalmodel, we generate a range of hypotheses
that can be tested empirically (perhaps, through experiment). These hypotheses are
directly informed by the model’s structure and allow for experimental validation of its
theoretical implications.
First, following Theorem 2, the threshold for information acquisition increases with

the precision of the signal. A more precise signal provides less flexibility for motivated
belief formation, making it less desirable for the motivated reasoner to acquire the signal.

Hypothesis 1 (Signal precision). Individuals will be less likely to acquire information as
the precision of the signal (λ) increases.

Empirically, H(1) is consistent with recent experimental studies. For instance, Engel-
mann et al. (2024) test how subjects undertake pattern recognition tasks (where certain
patterns could lead to an electric shock or financial loss). The tendency to engage with
wishful thinking—i.e., as the authors define it, self-deception motivated by anticipatory
utility concerns (e.g., by a desire to feel better about the future)⁹—becomes stronger
when signals are less precise. More specifically, Engelmann et al. (2024) document that
wishful thinking becomes more evident when participants face more ambiguous or chal-

⁹Namely, Engelmann et al. (2024) define wishful thinking as "self-deception that is driven by a desire
to feel better about the future" (p. 927), or "self-deception motivated by anticipatory utility concerns" (p.
929).
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lenging patterns: since it generates weaker signals which by construction are easier to
interpret as more favorable outcomes to a subject1⁰.
Second, Corollary 2 shows that motivated decision-makers will acquire a signal s

if and only if ℓ ⩾ 1
2α

2. Since the threshold for information acquisition increases with
the strength of the directional motives (α), the model predicts that more motivated
individuals will be less inclined to seek information.

Hypothesis 2 (Directional motives). Individuals with higher directional motives (higher
α) will be less likely to acquire information compared to those with lower directional mo-
tives.

From an experimental economics literature perspective, H(2) also captures the recent
behavioral patterns. For example, Drobner and Goerg (2024) introduce a simple but
efficient mechanism that enables researchers to manipulate the extent of perceived ego-
relevance, which, in terms, affects the subjects’ ex ante degree of motivation or degree of
directional motives. To do so Drobner and Goerg (2024) provide participants with differ-
ent articles summarizing scientific evidence regarding the importance of IQ tests: half of
the sample read about the strong correlation between IQ and ego-relevant outcomes like
income and health (the High-Ego treatment) and the other half read about the evidence
against IQ as a measure of intelligence (the Low-Ego treatment). Eventually, Drobner
and Goerg (2024) document that subjects in the High-Ego treatment exhibited over-
confident initial beliefs and ended with more optimistic final beliefs compared to those
in the Low-Ego treatment. They also updated their beliefs more optimistically, showed
a higher tendency to make incorrect or no updates when faced with negative signals,
and rationalized negative feedback by diminishing the importance of the IQ test and
downplaying their effort, whereas in the Low-Ego treatment, updates were consistent
regardless of signal valence.
Another, though less subtle, solution tomanipulate individual ego-relevance is presented
in Burro and Castagnetti (2024). They designed the experiment such that, in the ego-
relevant condition, subjects were ranked according to their actual performance on an
IQ test, whereas in the non-ego-relevant condition, subjects were randomly assigned
positions in the rank.
Third, Theorem 2 and Theorem 3 imply that self-aware motivated reasoners face

a strictly positive threshold for acquiring information, whereas unaware motivated rea-
soners will acquire the signal as long as the cost-benefit ratio is non-negative. Therefore,

1⁰The statistical analysis of the difficulty coefficient across different patterns indicates that subjects are
less accurate with harder patterns. The variability of interaction coefficients—i.e., Shock/Loss pattern×
HAB or Shock/Loss pattern× DP (see even-numbered columns in Table 2 (p. 940) in Engelmann et al.,
2024)—demonstrates that the impact of loss or shock patterns intensifies as difficulty increases.
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self-aware motivated reasoners will engage in more information avoidance compared to
unaware motivated reasoners.

Hypothesis 3 (Self-aware vs. unaware motivated reasoner). Self-aware motivated rea-
soners are less likely to acquire information than unaware motivated reasoners.

To the best of our knowledge,H(3) appears to be relatively new to the literature, and we
provide a brief discussion on how this hypothesis can be tested in experimental settings
in subsection 5.3.
Fourth, Corollary 4 shows that the threshold for acquiring information increases

with the DM’s sensitivity to the difference between favorable and unfavorable signals
(δ). Therefore, the model predicts that decision-makers who react more strongly to the
difference between good and bad news will be less likely to seek information.

Hypothesis 4 (Good vs. Bad news asymmetry). Individuals who are more sensitive to
asymmetric information (higher δ) will be less likely to acquire information compared to
those who are less sensitive.

From an empirical point of view, the major part of the literature on motivated reason-
ing shows that the good vs. bad news asymmetry is present, which gives rather strong
evidence for H(4). That is subjects update (significantly) much more under favorable
signals than under unfavorable ones as long as these signals are not orthogonal to the
decision-maker’s identity. The asymmetry of updating is a rather robust finding which is
captured by many designs and specifications (e.g., Coutts, 2019; Zimmermann, 2020;
Thaler, 2021; Drobner, 2022; Drobner and Goerg, 2024; Melnikoff and Strohminger,
2024; Thaler, 2024a). Since, on average, the identity of intellectuals is considered im-
portant for Western students, one of the widespread contexts in which the asymmetry
of belief updating is tested is the IQ test (also known as Raven matrices).
Overall, the presence of identity relevance seems to be the major factor of motivated
reasoning. While it is not yet perfectly clear11, the valence (positive vs. negative) of news
in the context of financial decision-making—regardless of the subject’s identity—does
not appear to cause motivated reasoning (e.g., Barron, 2021). Similarly, the valence of
news—whether independent of or relevant to their functional values—in the context of
message trust does not lead to motivated reasoning (e.g., Thaler, 2024b).
Fifth, according to eq. (18) and Corollary 2, the threshold for information acquisition

increases with the prior varianceσ2
0. The belief utility with the posterior decreases as the

precision of prior beliefs improves. Therefore, the DMwith greater dispersion of his prior

11While the financial domain does not inherently evoke the relevance to subjects that triggers moti-
vated reasoning, an interesting direction for research—both fundamentally significant and methodolog-
ically sound—would be to investigate the specific mechanisms through which a financial context may
induce motivated reasoning.
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beliefs (i.e., higher variance σ2
0) will have a lower threshold for acquiring information,

as the potential benefit of reducing uncertainty is greater.

Hypothesis 5 (Prior Confidence). Individuals with stronger prior beliefs (lower σ2
0) are

less likely to seek new information compared to those with more uncertain prior beliefs
(higher σ2

0).

While dealing with a novel approach to identifying motivated reasoning, Thaler (2024a)
addresses the issue of the (over-)precision of prior beliefs. First, he shows that the results
on overprecision indicate that subjects often overestimate the accuracy of their beliefs,
particularly on politicized topics, with confidence intervals containing the correct an-
swer less than 50 percent of the time. This overprecision is more pronounced in partisans
than in moderates, supporting the idea that individuals with strong prior beliefs (lower
σ2

0) might be overconfident in their assessments. Consequently, overprecision may re-
duce their likelihood of seeking new information, as they perceive their current beliefs
to be sufficiently accurate. Furthermore, Thaler (2024a) notes that overprecise individ-
uals are more likely to trust error-reinforcing Fake News and are less likely to trust True
News compared to underprecise individuals, suggesting that motivated beliefs can shape
how individuals process and assess information. This behavior aligns with H(5).
Sixth, following Theorems 2, 3, and 4, the threshold for information acquisition in-

creases as the exogenous benefit (bobj) rises.

Hypothesis 6 (Value of higher incentives). Individuals under higher incentives will (higher
bobj) will be more likely to acquire information.

From an empirical point of view, there is some evidence supporting H(6), although the
results remain somewhat mixed. For instance, Zimmermann (2020) investigates the
effect of low vs. high stakes specifically in the context of motivated reasoning (i.e., €2
in the Recall treatment vs. €50 in the RecallHigh treatment). The construction of the
feedback in Zimmermann (2020) is organized in such a way that, after undertaking the
IQ test, subjects are randomly assigned to a group of ten and ranked according to their
performance on the IQ test, although the rank is not disclosed to the subjects. For each
subject in the group, three (out of the remaining nine) participants are randomly chosen,
and the feedback provided specifies only the relative position of subject i compared to
these three randomly chosen subjects. (For instance, if subject i is ranked fifth in the
group of ten, and the positions of the three randomly picked subjects are 2, 8, and 9, then
the feedback provided will convey: "1 subject is ranked higher than you, and 2 subjects
are ranked lower than you," where "you" refers to subject i.) Eventually, Zimmermann
(2020) finds that higher incentives improve recall accuracy only among those subjects
who received negative (unfavorable) feedback; higher incentives have no statistically
significant effect on subjects who received positive feedback.
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At the same time, Engelmann et al. (2024) aims to find the effect of stakes on accu-
racy. In the first two experiments (experiments 1 and 2), Engelmann et al. (2024) uses
patterns that are either tilted to the right or left (commonly referred to as Gabor patterns
in the paper)12. Since these patterns may be too specific to capture a general behavioral
phenomenon, the authors introduce two additional experiments. In these experiments,
they replace the initial visual task of identifying a single right-or-left tilted pattern in a
picture (a single Gabor flash) with a series of eight such pictures (eight Gabor flashes in
experiment 3) and a square consisting of red and blue dots that exhibits another type of
pattern (colored dots in experiment 4)13. Based on these latter types of visual tasks, En-
gelmann et al. (2024) explicitly examines the effect of stake sizes (namely: €1 vs. €20
in experiment 1, £0.1 vs. £10 in experiment 2, £0.05 vs. £10 in experiment 3, and £0.05
vs. £10 in experiment 4) on the accuracy of pattern recognition. In all four experiments,
for both OLS specifications—with and without interaction terms—the effect of the high
accuracy bonus is not significant, except in one case: only the regression specification
without the interaction term shows the significant effect of higher stakes on accuracy1⁴.
Seventh, following Theorem 2 and Corollary 2, the threshold for information acqui-

sition is lower when decision-makers are more focused on objective decision-making.
When γ is approaching its maximum (fully objective reasoners), information is acquired
more readily because psychological concerns do not affect the DM. Therefore, as the
weight γ assigned to the objective value of information increases, the likelihood of infor-
mation acquisition increases.

Hypothesis 7 (Trade-off between objective and subjective value of information). Indi-
viduals who assign greater weight to the objective value of information (higher γ) will be
more likely to acquire information.

From an empirical perspective, the discussion of this hypothesis is closely related to one
we had on H(6). However, additional insights can be drawn in connection with H(7).
Specifically, we find an explicit investigation of willingness to pay very useful in this
context. One rather popular method is based on an incentive-compatible mechanism
introduced by Becker et al. (1964). For instance, Engelmann et al. (2024) use it to esti-
mate the individual value of having distorted beliefs. Or, as another somewhat relevant

12Although Gabor (1946) pioneered the concept, it was Granlund (1978) who generalized it to two
dimensions.
13Examples for all three types of visual tasks can be found on p. 933 in Engelmann et al. (2024).
1⁴Namely, specification 7 regresses accuracy on the shock/loss pattern (SLP), high accuracy bonus

(HAB), and a difficult pattern (DP). The effect of HAB is significant (coefficient: 1.732, standard error:
0.628), indicating that providing a high accuracy bonus tends to increase accuracy by 1.732 percentage
points. However, when the interaction terms are added in the specification (namely, SLP×HAB and SLP×
DP), the effect for high accuracy bonus becomes non-significant (coefficient: 1.050, standard error: 0.856),
and neither is the interaction term significant (coefficient: 1.363, standard error: 1.325). Constants are
included in both regression specifications.
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example, Guan et al. (2023), interested in measuring preferences for informativeness,
derive strict cardinal preferences by assessing subjects’ willingness to pay for access to
the information structure that impacts their forthcoming decisions.

5.3 Further Notes on the Experiment Design

Prior and posterior belief distributions. Using the experimental framework for belief-
updating experiments, we can easily collect the whole distribution of both prior and
posterior beliefs. For example, specifically, in the context of motivated reasoning Zim-
mermann (2020) collects the whole prior and posterior distribution of beliefs about
subjects’ position in the ranking based on their performance in the IQ test. Using similar
procedures, this will give a researcher both µ2

0 and σ
2
0.

Eliciting subjects’ (un)awareness of own directional motives. In general, in psycho-
logical literature, awareness can be tested in various ways: designing the experiment
based on inattentional blindness, where, after the primary task, participants are asked
whether they noticed anything unusual (as in the famous test with the gorilla from Si-
mons and Chabris, 1999), or basing it on change blindness, where participants are asked
if they notice any differences between the images (see, e.g., Simons and Levin, 1997;
Simons and Rensink, 2005). While serving as potentially interesting controls for the
general notion of awareness, these measures cannot be properly applied to experimen-
tal settings in the context of motivated reasoning.
One straightforward way to manipulate awareness is to vary the level of information

provided about the issue of motivated reasoning specifically, or about different (belief)
biases in general. In this context, using a conventional design capable of eliciting mo-
tivated reasoning and incorporating two treatments can serve to test H(3). While mi-
nor, yet crucial, details of the experimental design need refinement, the general idea is
relatively simple: in one treatment, subjects are provided with a brief introduction on
cognitive biases that humans are generally susceptible to, the consequences of relying
on these biases in decision-making, and general strategies to mitigate them1⁵. Naturally,
embedding initial (and subsequent) measures before (and after) introducing informa-
tion on biases may be essential. Additionally, beyond directly structuring the treatments,
measures of reaction or response time—which are increasingly gaining popularity—can
be employed as a useful metric.

1⁵Depending on the specific research question, researchers may find it more useful and precise to
separate the testing of each element. For example, disentangling the introduction of biases and explana-
tion of their consequences from explanations of optimal solutions and ways to avoid these biases within
individual treatments could comprise two separate treatments.
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Eliciting subjects’ psychological value of information. While operationalizing the
benefit b of information acquisition within a Bayesian belief updating framework can be
challenging—since it must capture a clear and measurable advantage for the decision-
maker—this can be accomplished in the conventional experimental economics frame-
work through monetary rewards. To assess the effect of the objective value of infor-
mation (bobj), a straightforward approach is to use two treatments with high and low
payoffs. In a recent study, Enke et al. (2023b) investigate the impact of incentives on
four well-documented biases—anchoring, base-rate neglect, failure of contingent think-
ing, and intuitive reasoning—and find that while very high incentives result in only mi-
nor improvements in performance, they do increase response times by 40%. To capture
the subjective value of information (bpsy), an experimenter can design the incentives to
reflect subjects’ willingness to pay. For instance, Guan et al. (2023) examine subjects’
demand for information—shaped by the informativeness of information structures—in
an abstract laboratory experiment context.

6 Conclusion

In this paper, we build on the theoretical framework introduced by Little (2022a) to de-
velop a formal minimalistic framework of motivated information acquisition.We contrast
this with standard belief updating, focusing on how a decision maker (DM) with direc-
tional motives approaches the decision to observe or ignore feedback (signals) about the
state of the world.
Our findings reveal several key insights. First, for a DM with objective beliefs and

directional motives, there is a unique solution to the belief updating problem. Second,
for a self-aware motivated reasoner, the decision to acquire information becomes costlier
with increased sensitivity to directional motives and decreases with higher signal preci-
sion. Conversely, unaware motivated reasoners acquire information as long as there is
any positive benefit. Finally, for information-sensitive motivated reasoners, the threshold
for acquiring information is influenced by both the DM’s inclination toward directional
motives and sensitivity to information asymmetry, with more precise signals making
information acquisition less appealing.
For future research, we believe there are several fruitful directions. In a narrow sense,

one could investigate specific cases of prior belief distributions. For instance, flat priors,
which assume that all values are equally likely, represent no prior information, while
vague priors, which set a very large but finite variance, model the DM’s absence or lack
of prior knowledge in such away that the distribution is so spread out it providesminimal
information. Finally, given explicit predictions of the model, it would be natural to test
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them in experimental settings.
In a broad(er) sense, a crucial question is the development of an axiomatization

of the DM’s costs and benefits in making decisions. While the standard paradigm has
captured researchers’ attention for at least three-quarters of a century (e.g., Bohnenblust
et al., 1949; Blackwell et al., 1951), behavioral refinements are still in their infancy.
Furthermore, one could explore how to adapt our minimalistic framework to choices
involving different signals of known characteristics.
Overall, our results underscore the complexities of information acquisition when di-

rectional motives are at play and highlight the nuanced role of self-awareness in decision-
making under uncertainty.
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A Proofs

Here we present the proofs of propositions, theorems, and corollaries in the order in
which they appear in the paper.

Proof of Remark 1. To derive the posterior belief, we proceed in four steps.
Prior distribution. The prior belief about the random variable w is normal: w ∼

N (µ0,σ2
0). That is

P(w) =
1
Æ

2πσ2
0

exp

�

−
(w−µ0)2

2σ2
0

�

(41)

Likelihood function. The signal s is observed as s = w+ ε with ε ∼ N (0,σ2
ε
). Given

w, the conditional distribution of s is s | w∼N (w,σ2
ε
). That is

P(s | w) =
1
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2πσ2
ε

exp
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2σ2
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(42)

Posterior distribution. Bayes’ theorem states that the posterior distribution of w given
the signal s is proportional to the product of the prior and the likelihood:

P(w | s)∝ P(s | w)P(w) (43)

Since 1p
2πσ2

ε

and 1p
2πσ2

0

terms are constants with respect to w, we substitute the
expressions for the likelihood and the prior and get:
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is constant and given the transformation to complete the (full)
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we, finally, get
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This expression shows that the posterior distribution of w given s is normal with
mean µs:
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Final simplifications. To simplify the expressions of µs and σ2
s , we can introduce λ

such that
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and, hence,
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Then,

µs = λs+ (1−λ)µ0 (60)

σ2
s = (1−λ)σ

2
0 (61)

Thus, given the objective belief follows a normal distribution w ∼ N (µ0,σ2
0) and

a signal s = w + ε, where ε ∼ N (0,σ2
ε
), the posterior belief ws is normal with mean

µs = λs+ (1−λ)µ0 and variance σ2
s = (1−λ)σ

2
0, where λ= σ

−2
ε
/(σ−2

ε
+σ−2

0 ). Q.E.D.

Proof of Theorem 1. It is conceptually similar to Theorem 1 in Little (2022a); how-
ever, while in Theorem 1 in Little (2022a) the optimization is performed over a finite-
dimensional probability vector with summations over discrete indices, in 1 (here) the
optimization is performed over a space of functions with integrals over a continuous
domain. The proof proceeds in three steps.

The Problem. Firstly, let us restate the DM’s optimization problem.

ef = argmax
f ′∈F
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Optimization. Next, we introduce a Lagrange multiplier λ to account for the con-
straint
∫∞
−∞ f ′(w)dw= 1, leading to the following Lagrangian:
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L ( f ′,λ) =
∫ ∞

−∞
f ′(w) [v(w) + log ( f (w))] dw
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(68)

Taking the functional derivative with respect to f ′(w) and setting it equal to zero
gives:

δL
δ f ′(w)

= v(w) + log f (w)− log f ′(w)− 1−λ= 0 (69)

Simplifying this equation yields:

log f ′(w) = v(w) + log f (w)−λ− 1 (70)

Expanantioation gives us:

f ′(w) = exp(v(w) + log f (w)−λ− 1) (71)

= ev(w) · e−λ−1 · f (w) (72)

That is:

f ′(w) = f (w)
ev(w)

e1+λ
(73)

Normalization. To ensure that f ′(w) is a valid probability density function, we nor-
malize it by requiring that

∫∞
−∞ f ′(w)dw= 1. Also denote e1+λ = c This gives:

1=

∫ ∞

−∞
f ′(w)dw (74)

=
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= c
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That is

C =
1

∫∞
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Therefore, the optimal density function ef (w) is:

ef (w) =
f (w)exp (v(w))
∫∞
−∞ f (w′)exp (v(w′)) dw′

(78)

Q.E.D.

Proof of Corollary 1. If v(·) is linear in w, such that v(w) = αw, then we can can ex-
press v(w) = α0+α1w+α2w2, where α2 = 0. Following the logic of Corollary 6 in Little
(2022a), we prove that the density of the motivated belief must be proportional to:

exp

�

−(w−µ)2

2σ2

�

· exp
�

α2w2 +α1w+α0

�

= exp

�

−(w− eµ)2

2eσ2

�

· exp (k) (79)

Taking logs of both sides gives the following:

−(w−µ)2

2σ2
+α2w2 +α1w+α0 =

−(w− eµ)2

2eσ2
+ k (80)

Expanding (80) and solving for w2, we get:

−
1

2σ2
+α2 = −

1
2eσ2

(81)

eσ2 =
σ2

1− 2α2σ2
(82)

Since α2 = 0, eσ2
�

�

α2=0 = σ
2.

Expanding (80) and solving for w, we get:

µ

σ2
+α1 =
eµ

eσ2
(83)

eµ=
µ+α1σ

2

1− 2α2σ2
(84)

Since α2 = 0, eµ|α2=0 = µ+α1σ
2 where we equate α1 =

1
2α, α⩾ 0. Q.E.D.

Proof of Proposition 1. This is a proof of Proposition 1. It is conceptually similar to
Corollary 3 in Little (2022a); however, here we extend it to a continuous case.
To do so, we need to have the objective function being evaluated at the optimal
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belief:

B
�

f , ef
�

= −DK L

�

ef || f
�

+ v
�

ef
�

(85)

= −
∫ ∞

−∞

ef (w) log

�

ef (w)
f (w)

�

dw+

∫ ∞

−∞
v(w)ef (w)dw (86)

= −
∫ ∞

−∞

ef (w) log

�

exp (v(w))
∫∞
−∞ f (w′)exp (v(w′)) dw′

�

dw+

∫ ∞

−∞
v(w)ef (w)dw (87)

= −
∫ ∞

−∞

ef (w)

�

log
�

ev(w)
�

− log

�∫ ∞

−∞
f (w′)ev(w′)dw′
��

dw

+

∫ ∞

−∞
v(w)ef (w)dw

(88)

= −
∫ ∞

−∞

ef (w)v(w)dw+

∫ ∞

−∞

ef (w) log

�∫ ∞

−∞
f (w′)ev(w′)dw′
�

dw

+

∫ ∞

−∞
v(w)ef (w)dw

(89)

= log

�∫ ∞

−∞
f (w′)ev(w′)dw′
�∫ ∞

−∞

ef (w)dw (90)

= log

�∫ ∞

−∞
f (w′)ev(w′)dw′
�

(91)

That is the objective function being evaluated at the optimal belief B
�

f , ef
�

is equal to
log
�

∫∞
−∞ f (w′)ev(w′)dw′

�

. Q.E.D.

Proof of Theorem 2. Given that the DM is aware of their directional motive and expects
the posterior mean µs to be equal to the prior mean µ0, the expected belief utility after
acquiring the signal can be written as:

Es

�

eB( fs)
�

= αµ0 +
1
2
α2(1−λ)σ2

0 (92)

The utility from not acquiring the signal is simply the belief utility with the prior:

eB( f0) = aµ0 +
1
2
α2σ2

0 (93)

The DM will choose to acquire the signal if the utility with the signal plus the overall
benefit b exceeds the utility without the signal:

Es

�

eB( fs)
�

+ b ⩾ eB( f0) (94)
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Substituting the respective expressions for Es

�

eB( fs)
�

and eB( f0), we get:

aµ0 +
1
2
α2(1−λ)σ2

0 + b ⩾ aµ0 +
1
2
α2σ2

0 (95)

Simplifying, this reduces to:

b ⩾
1
2
α2λσ2

0 (96)

Since 1
2

a2

β2σ
2
0λ > 0, the DM will only acquire the signal if the overall benefit b is

greater than or equal to this term. Q.E.D.

Proof of Theorem 3. The expected belief utility after acquiring the signal can be writ-
ten as:

Es

�

eB( fs)
�

= αµ0 +
1
2
α2σ2

0 (97)

The utility from not acquiring the signal is simply the belief utility with the prior:

eB( f0) = aµ0 +
1
2
α2σ2

0 (98)

The DM will choose to acquire the signal if the utility with the signal plus the overall
benefit b exceeds the utility without the signal:

Es

�

eB( fs)
�

+ b ⩾ eB( f0) (99)

Substituting the respective expressions for Es

�

eB( fs)
�

and eB( f0), we get:

αµ0 +
1
2
α2σ2

0 + b ⩾ αµ0 +
1
2
α2σ2

0 (100)

b ⩾ 0 (101)

The DM will only acquire the signal if the overall benefit b is greater than or equal to
zero. Q.E.D.

Proof of Theorem 4. This is a proof of Theorem 4. Let us start with the self-aware (SA)
information-sensitive motivated reasoner. His expected belief utility, ESA

s

�

eB( fs)
�

, after
acquiring the signal can be written as:

ESA
s

�

eB( fs)
�

= α (λ(µ0 −δ) + (1−λ)µ0) +
1
2
α2σ2

0 (102)

= αµ0 +
1
2
α2σ2

0 −αλδ (103)
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Next, let us start with the unaware (UA) information-sensitive motivated reasoner.
His expected belief utility, EUA

s

�

eB( fs)
�

, after acquiring the signal can be written as:

EUA
s

�

eB( fs)
�

= α (λ(eµ0 −δ) + (1−λ)µ0) +
1
2
α2(1−λ)σ2

0 (104)

= a
�

λ

�

µ0 +
1
2
ασ2

0 −δ
�

+ (1−λ)µ0

�

+
1
2
α2(1−λ)σ2

0 (105)

= αµ0 +
1
2
α2σ2

0 −αλδ (106)

Thus, both self-aware (SA) and unaware (UA) motivated reasoners have equal ex-
pected belief utility after acquiring the signal. This utility is identical to the belief utility
in the prior, minus the weighted (i.e., by αλ) absolute difference between the value of
the favorable signal and the unfavorable signal (i.e., δ):

ESA
s

�

eB( fs)
�

= EUA
s

�

eB( fs)
�

= eB( f0)−αλδ (107)

Both self-aware (SA) and unaware (UA) information-sensitive motivated reasoners
will choose to acquire the signal if the utility with the signal plus the overall benefit b

exceeds the utility without the signal:

Es

�

eB( fs)
�

+ b ⩾ eB( f0) (108)
eB( f0)−αλδ+ b ⩾ eB( f0) (109)

b ⩾ αλδ (110)

The DM—both self-aware (SA) and unaware (UA) information-sensitive motivated
reasoners—will only acquire the signal if the overall benefit b is greater than or equal
to αλδ. Q.E.D.

Proof of Corollary 2. Since b = ℓλσ2
0, the statement of Theorem 2 turns to the fact

that the DM, who is self-aware of his own directional motive, will acquire information
with an overall benefit b if and only if ℓλσ2

0 ⩾
1
2α

2λσ2
0, which simplifies to ℓ ⩾

1
2α

2.
Q.E.D.

Proof of Corollary 3. Since b = ℓλσ2
0, the statement of Theorem 3 turns to the fact

that the DM who is unaware of his directional motives when making an information
acquisition choice, will acquire information if and only if ℓλσ2

0 ⩾ 0, which is always the
case. Q.E.D.

Proof of Corollary 4. Since b = ℓλσ2
0, the statement of Theorem 4 turns to the fact that

the DM who is information-sensitive, disregarding whether he is self-aware or unaware
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of his directional motives, when making an information acquisition choice, will acquire
information if and only if ℓλσ2

0 ⩾ αλδ, which simplifies to ℓ⩾ αδσ
−2
0 . Q.E.D.
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B Examples

Here we consider several examples for the main theorems in Section 3.

Self-aware Motivated Reasoner. Now, let us consider several examples, to illustrate
Theorem 2. First, imagine a self-aware citizen facing a choice of consuming media
sources during the 2022 Russian full-scale invasion of Ukraine.

Example 1 (Self-Aware Citizen Choosing Media). Consider a self-aware citizen living in
a country where both state-controlled propaganda and independent media are available
during the 2022 Russian full-scale invasion of Ukraine. This citizen has a preference for the
right of the strong and does not condemn the aggression (α > 0). However, they are aware
of this directional motive and understand that engaging with independent media might
present a more nuanced and potentially unsettling perspective on the invasion compared to
state-controlled narratives. When deciding whether to seek information from independent
media, the citizen evaluates both the objective and psychological benefits (γ ∈ (0,1)). The
objective benefit includes acquiring accurate information about the conflict, which may em-
power them to make informed decisions or take appropriate actions (e.g., publicly disagree-
ing with the invasion or, conversely, conforming). The psychological cost, however, stems
from the potential cognitive dissonance caused by confronting challenging truths that un-
dermine their previously held beliefs. This citizen will choose to read independent media
only if the psychological benefits of aligning their worldview with the truth or increasing
their informational agency outweigh the discomfort associated with revising their prior be-
liefs (b ≥ 1

2α
2λσ2

0). Conversely, if the cost of discomfort outweighs the benefit, they may
continue consuming state-controlled propaganda that reinforces their preferred narrative.

Second, consider a self-aware political activist evaluating gender studies report.

Example 2 (Self-Aware Political Activist). A political activist advocating for gender equal-
ity is deeply committed to promoting policies that address gender disparities. They hold
strong prior beliefs about the severity of these issues, rooted in both personal experience
and ideological commitment (α > 0). Recognizing their bias, the activist decides whether
to read a comprehensive research report on gender studies that could potentially refine or
challenge their understanding of systemic inequities. The activist is aware that engaging
with the report might introduce conflicting evidence, such as data suggesting areas where
disparities are less pronounced than initially believed. They evaluate the trade-off between
the objective utility of acquiring robust, evidence-based knowledge that could improve their
advocacy and the psychological cost of encountering data that might challenge their perspec-
tive. The activist will decide to read the report if the overall benefit of acquiring new knowl-
edge (bobj) and the satisfaction of becoming a more informed advocate (bpsy) outweighs
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the discomfort associated with processing conflicting evidence. If the potential reduction in
cognitive consonance is too great, they might forego reading the report to maintain their
current belief system.

Third, have a envision a self-aware journalist investigating ethical dilemmas in re-
porting.

Example 3 (Self-Aware Journalist). A journalist covering ethical dilemmas in war report-
ing is committed to objectivity and public interest but recognizes a personal bias toward
sensationalist stories that garner attention and readership (α > 0). Aware of this direc-
tional motive, they must decide whether to review guidelines from an independent journal-
istic board that critiques sensationalism and emphasizes balanced reporting. The journalist
weighs the psychological cost of confronting their biases against the benefit of improving
their professional integrity and public trust. If the anticipated discomfort of recognizing
their tendency toward sensationalism is outweighed by the long-term benefits of adhering
to ethical standards, they will engage with the guidelines. Otherwise, they might avoid the
guidelines, justifying it as unnecessary or impractical, to maintain their current approach
to reporting.

Finally, have a look at a self-aware policy maker assessing a research on migration
policy.

Example 4 (Self-Aware Policymaker). A policymaker deeply concerned about the current
level and type of migration (α > 0) is tasked with formulating policies to address its socioe-
conomic impacts. His prior beliefs are shaped by both political commitments and personal
views, which incline him to see migration as a straining public resources and culturally
hostile phenomenon. Aware of these directional motives, the policymaker considers whether
to review an independent research report that provides a nuanced analysis of migrants’
positive contributions to economic growth, including evidence that might challenge his ini-
tial preconceptions. The policymaker evaluates the trade-off between the objective benefit
of acquiring a comprehensive understanding of migration dynamics (bobj)—which could
improve the effectiveness and fairness of their policies—and the psychological discomfort
of confronting data that might contradict their existing beliefs or preferred narrative. The
policymaker will decide to engage with the report if the anticipated benefits of crafting
better-informed, more balanced policies outweigh the cognitive dissonance and potential
political risks associated with revising their stance (b ≥ 1

2α
2λσ2

0). If the psychological cost
of integrating conflicting information is perceived as too high, they may avoid the report,
favoring sources that align with their prior beliefs to maintain consistency and political
alignment.

Each example illustrates how self-awareness can shape decision-making in scenarios
involving directional motives and the acquisition of potentially conflicting information.
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Unaware Motivated Reasoner. Now, let us consider several examples, to illustrate The-
orem 3. First, imagine a unaware citizen facing a choice of consuming media sources
during the 2022 Russian full-scale invasion of Ukraine.

Example 5 (Unaware Citizen Choosing Media). Consider a citizen living in a country
where both state-controlled propaganda and independent media are available during the
2022 Russian full-scale invasion of Ukraine. The citizen holds a preference for the right of
the strong and does not condemn the aggression (α > 0). However, they are unaware of
this directional motive, which implicitly influences their evaluation of media sources. When
deciding whether to seek information, the citizen perceives the act of consuming independent
media as an opportunity to acquire more precise knowledge about the situation. Since their
anticipated belief about the signal is biased toward their motivated belief (Es[s] = eµ0),
they are motivated by the idea that new information will confirm their existing worldview
or enhance their ability to defend it. The citizen will always choose to acquire information
from either independent or state-controlled media as long as the overall benefit b is non-
negative.

Second, consider a unaware political activist evaluating gender studies report.

Example 6 (Unaware Political Activist). A political activist advocating for gender equality
is deeply committed to promoting policies addressing gender disparities. They hold strong
prior beliefs about the severity of these issues, rooted in both personal experience and ideo-
logical commitment (α > 0). Unaware of their directional motive, they believe their evalu-
ations are purely objective. The activist considers reading a comprehensive research report
on gender studies, which might contain conflicting evidence. However, because their belief
about the signal is influenced by their motivated prior (Es[s] = eµ0), they anticipate that
the report will support their worldview or highlight actionable insights consistent with their
goals. Given the absence of a threshold for acquiring information, the activist will always
choose to engage with the report as long as the overall benefit b is not negative. Unaware of
their bias, they are likely to interpret the information through the lens of their preexisting
beliefs, reinforcing their commitment regardless of the report’s actual content.

Third, have a envision a unaware journalist investigating ethical dilemmas in report-
ing.

Example 7 (Unaware Journalist). A journalist covering ethical dilemmas in war report-
ing is committed to objectivity and public interest but unknowingly favors sensationalist
stories that garner attention and readership (α > 0). Unaware of this directional motive,
they believe their approach to selecting stories is guided purely by professional standards.
The journalist considers reviewing guidelines from an independent journalistic board cri-
tiquing sensationalism and emphasizing balanced reporting. Since their anticipated belief
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about the signal is biased by their motivated prior (Es[s] = eµ0), they expect the guide-
lines will validate their current reporting style or provide constructive suggestions aligned
with their practices. Because there is no threshold for acquiring information, the journalist
will always choose to review the guidelines if the overall benefit b is non-negative. However,
their lack of awareness about their bias may lead them to selectively interpret or dismiss
recommendations that challenge their existing approach, reinforcing their tendency toward
sensationalism.

Finally, have a look at a unaware policy maker assessing a research on migration
policy.

Example 8 (Unaware Policymaker). A policymaker deeply concerned about the current
level and type of migration (α > 0) is tasked with formulating policies to address its so-
cioeconomic impacts. Their prior beliefs are shaped by political commitments and personal
views, inclining them to see migration as a strain on public resources and a cultural chal-
lenge. Unaware of their directional motives, they believe their policy decisions are guided by
objective evaluations. The policymaker considers reviewing an independent research report
analyzing migration’s positive contributions to economic growth. Their anticipated belief
about the signal is biased toward their motivated prior (Es[s] = eµ0), leading them to ex-
pect the report will confirm their stance or offer practical insights that align with their
policy agenda. Since there is no threshold for acquiring information, the policymaker will
always choose to review the report if the overall benefit b is not negative. However, being un-
aware of their bias, they may unconsciously interpret the findings to support their existing
narrative, thereby limiting the report’s potential to challenge or reshape their policies.

These examples illustrate how unaware motivated reasoners tend to acquire informa-
tion as long as the benefits are non-negative but interpret the data in amanner consistent
with their directional motives, perpetuating their biased beliefs.

Information-Sensitive Motivated Reasoner. Now, let us consider several examples, to
illustrate Theorem 4. First, imagine a sensitivity to the asymmetry of feedback citizen
facing a choice of consuming media sources during the 2022 Russian full-scale invasion
of Ukraine.

Example 9 (Information Sensitive Citizen Choosing Media). Consider an unaware cit-
izen living in a country where both state-controlled propaganda and independent media
are available during the 2022 Russian full-scale invasion of Ukraine. The citizen has a pref-
erence for the right of the strong and does not condemn the aggression (α > 0). However,
they are unaware of this directional motive, believing instead that their views are grounded
solely in objective reasoning. When deciding whether to consume independent media, the
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citizen evaluates the potential costs and benefits of obtaining information. Their sensitivity
to the asymmetry of information (δ) plays a significant role, as they unconsciously an-
ticipate that "bad" signals (contradicting their beliefs) will decrease their perceived utility,
while "good" signals (confirming their beliefs) will increase it. The citizen will engage with
independent media if the net benefit (b) of acquiring more precise information outweighs
their sensitivity to unfavorable signals, adjusted for the precision of the source (b ≥ αλδ).
If the psychological cost of encountering unsettling or challenging truths is too high, the cit-
izen may choose to consume state-controlled propaganda that aligns with their directional
motives, even if they do not consciously recognize this bias.

Second, consider a sensitivity to the asymmetry of feedback political activist evalu-
ating gender studies report.

Example 10 (Information Sensitive Political Activist). A political activist advocating for
gender equality holds strong beliefs about the severity of systemic inequities, rooted in
personal and ideological commitment (α > 0). However, they are unaware of their di-
rectional motives, believing instead that their views are entirely evidence-based. When de-
ciding whether to read a comprehensive gender studies report, the activist is unconsciously
influenced by their sensitivity to the asymmetry of information (δ). They perceive "good"
signals (evidence supporting their belief in significant disparities) as more valuable than
"bad" signals (evidence suggesting disparities may be less severe than previously thought).
This asymmetry in perceived value affects their decision-making. The activist will review the
report if the expected benefit of acquiring information exceeds the anticipated psychological
cost of encountering unfavorable signals, adjusted for the precision of the report’s findings
(b ≥ αλδ). Otherwise, they may avoid the report, justifying their decision as a matter
of priority or relevance, while unconsciously shielding themselves from potential cognitive
dissonance.

Third, have a envision a sensitivity to the asymmetry of feedback journalist investi-
gating ethical dilemmas in reporting.

Example 11 (Information Sensitive Journalist). A journalist covering ethical dilemmas in
war reporting values objectivity and public interest but unconsciously favors sensationalist
stories that attract attention and readership (α > 0). Believing their decisions are guided
solely by professional standards, they are unaware of their directional motives. When decid-
ing whether to review guidelines from an independent journalistic board critiquing sensa-
tionalism, the journalist’s sensitivity to the asymmetry of information (δ) influences their
choice. They perceive "good" signals (validating their approach) as more valuable than "bad"
signals (challenging their practices), leading to a skewed assessment of the guidelines’ utility.
The journalist will engage with the guidelines if the benefit of improving their professional
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standards exceeds the cost of confronting critiques of their approach, adjusted for the guide-
lines’ precision and their sensitivity to unfavorable signals (b ≥ αλδ). If the anticipated
cost is too high, they may dismiss the guidelines as irrelevant or overly prescriptive, uncon-
sciously preserving their current practices.

Finally, have a look at a sensitivity to the asymmetry of feedback policy maker assess-
ing a research on migration policy.

Example 12 (Information Sensitive Policymaker). A policymaker concerned about migra-
tion’s socioeconomic impacts holds prior beliefs that migration strains public resources and
poses cultural challenges (α > 0). Unaware of their directional motives, they perceive their
stance as objective and evidence-driven. When deciding whether to review an independent
report highlighting migrants’ positive contributions to economic growth, the policymaker’s
sensitivity to the asymmetry of information (δ) affects their choice. They unconsciously
view "good" signals (aligning with their belief in migration’s challenges) as more valuable
than "bad" signals (contradicting their belief). The policymaker will review the report if the
net benefit of acquiring detailed insights into migration dynamics exceeds the psychological
cost of confronting evidence that challenges their views, adjusted for the report’s precision
(b ≥ αλδ). If the cost is perceived as too great, they may disregard the report, citing time
constraints or questioning its relevance, while unconsciously maintaining consistency with
their prior beliefs.
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C Choosing (Not) to Acquire the Signal Based on Beliefs:
Comparative Statics

Figure 1: Comparative statics graphs

Note: These graphs depict the conditions presented in eq. (23), eq. (27), and eq. (32) for Self-Aware
Motivated Reasoners (MR), Unaware MR, and Information-Sensitive MR, respectively. The empty graphs
indicate that the respective variables are not present in the aforementioned equations.

48



D Choosing (Not) to Acquire the Signal Based on Ac-
tions: Comparative Statics

Figure 2: Comparative statics graphs

Note: These graphs depict the conditions presented in eq. (38), eq. (39), and eq. (40) for Self-Aware
Motivated Reasoners (MR), Unaware MR, and Information-Sensitive MR, respectively. The empty graphs
indicate that the respective variables are not present in the aforementioned equations.
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